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ABSTRACT
Museums play an important role in our society by providing a forum for intellectual discourse and interaction. Despite this critical social role, museums today present artwork in a manner (accompanied by a brief text description) that has not evolved at the same pace as our digitally enabled society. In this paper we describe our work in developing a framework for the meaningful integration of digital technologies that will reshape the way in which museum visitors experience traditional artworks. We are developing an unencumbered video-based movement analysis system that allows a user to interact with the museum exhibit using natural movements and gestures. The multimedia system will respond by creating a context-aware, user centric, multimodal presentation. This project involves three facets: the development of appropriate multimedia context models, vision based interaction and analysis, and generative mechanisms for multimodal feedback in the museum context. We believe that this enriched environment will lead to a better understanding of exhibited artworks and will address the individual needs and desires of all museum visitors.
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INTRODUCTION
Museums play an important role in our society by providing a forum for intellectual discourse and interaction. A museum allows us to reflect on the past and contemplate the world we live in as well as helping us to appreciate aesthetic value.
example, a visitor may use a specific pose each time she previously viewed paintings and media presented to the current user context that includes user-centric. The presentation (media and synthesis) is context aware, and work. The system presentation is multimodal (images, videos, text, and sound), context aware, and user-centric. The presentation (media and synthesis) is influenced by the current user context that includes previously viewed paintings and media presented to the user. The user context also includes the user behavior and the relationship between behavior and action. For example, a visitor may use a specific pose each time she is in long contemplation of a painting. Finally, once the user leaves the area of a painting, the user context is updated with media information – annotations, feature vectors, time spent, as well as behavior.

This multimodal interaction and feedback is critical to understanding a given artwork since many aspects of art, including style and context, are difficult to convey to a general audience that may not have the language or expertise to articulate such concepts.

**USER CONTEXT MODELS**

In order to effectively communicate appropriate experiences for individual museum visitors, we are developing novel multimodal user context models. The notion of context-awareness is key to both our vision and multimodal presentation systems. Current models of context [5], do not address the complexity of the information needs associated with the museum user context. There has been much work using the idea of context primarily in the area of context-aware / ubiquitous computing. The work there focuses on application use and hence it is primarily concerned with contextual information such as location, identity, activity and time. While this context-model works well in the context of applications in ubiquitous computing, it doesn’t deal with semantic inter-relationships between concepts.

We have developed a graph based context model [12]. We use the dictionary definition of context as a starting point – the interrelated conditions in which something exists or occurs [1]. The formal model is defined using a concept-net – a graph where the nodes represent the concepts and where the edges represent the type of relationship (semantic, spatio-temporal, feature-level) between the nodes, we can also specify the strength of the relationship between the two nodes. A concept node is associated with a specific instance – an image / video / audio / text etc. We define the context be the union of concept-nets.

We plan on significantly expanding the scope the context model from prior work to include: (a) Profile: This is the user input data, and includes age, ethnicity, gender, occupation, education and interests. (b) Media history: As the user walks through the exhibit, the system keeps track of the media watched / heard by the user. (c) Behavior: The system will keep track of the user behavior – movements, poses, as well as control gestures (pointing, zooming, etc.). It will also store low-level associated with each behavior. (d) Goals: These are the specific concepts that the user wishes to acquire – e.g. the user may be interested in the life of Pablo Picasso.

As the user wanders though the exhibition, the numbers of concepts that the user acquires will increase. The effect of the concepts on the user in the current artwork depend upon two things – (a) the time spent on watching the artwork, as well as (b) the relationship (semantic, feature-level) of the artwork concepts to the concepts in the user context.

**VISION-BASED UNENCUMBERED INTERACTION**

The museum environment requires unencumbered human interaction, and we are developing a video based system for extraction and analysis of visitor movements. We are investigating the use of two modes of interacting with the multimedia exhibits, (a) active control and (b) passive interaction. This vision system will allow the general museum population to interact with multimodal displays through intuitive, natural actions. Significantly, this framework will allow both children and adults to navigate the information space.

Context information will be used explicitly in the design of vision sub-system to accomplish real-time, accurate, and robust movement and posture analysis. In the computer vision community, the posture and gesture recognition are treated separately. In our approach, we are investigating the two problems in a unified framework. We are modeling and tracking the movements of the whole body and body parts. Postures can be modeled by body parts joint angles.

The vision sub-system will provide us with real-time feedback that will be utilized for passive interaction and active control of the multimodal presentation. We propose to create functional mappings between presentation-update and results from vision-based sub-system that will effectively control the presentation interface in real-time.
MULTIMODAL INTERACTION

One important goal of this work is to provide museum visitors with an enriched experience that expands beyond the current norm of art exhibition where paintings are coupled with a brief text description. To this end, we are developing three different context-aware multimedia presentation modes for the museum visitor – (a) context exploration and presentation, (b) stylistic understanding, and (c) imaginative soundscapes. The first two modes are active – i.e. the movements / poses / gestures actively alter the display in real-time, while the last one is passive – the user can just stand and listen to the soundscape while viewing a painting.

Content Exploration and Presentation

We are conducting research on novel, context aware multimodal presentation schemes that adapt in real-time to user actions. The goal behind the context explorer is to allow the user to examine different facets of a painter’s life and work through multiple presentation mechanisms, each optimally suited for a specific exploration. Current presentation techniques using storyboards, or video skims are not adaptive to the content, or the needs of the user. The media presentation problem can be broken down into three sub-problems: (a) media selection (b) media presentation and (c) synthesis.

Media Selection: In the media selection problem, we are interested in selecting media that maximizes the information to be gained by the user.

Media presentation method: Given a media collection, and set of most relevant media elements, what is the optimal method to represent this data? This involves determining first a set of presentations to choose from as well as formulating an objective function that picks the optimal media presentation technique from an a priori fixed presentation set.

For example, let us assume that a user is interested in the work of Pablo Picasso. The context explorer will allow the user to examine the chronological placement of Picasso’s life in relation to other artists whose lives overlapped with his life. Alternatively, if the user is interested in the geographical influences (e.g. influence African art on Picasso’s development of Cubism), then a map may be optimal. We are developing media representation method \( V \) that characterizes presentations in terms of various attributes: semantics, discrimination variable, display media, and interactivity. Determining the optimal presentation is then dependent upon the relationship between the presentation \( V_k \) and the following – (a) semantics of the media elements and the (b) user profile – (interests, behavior, goals).

Media presentation synthesis: Media elements needs to synthesized within an optimal media presentation model, as the media and method do not specify an effective presentation. Like our earlier solution [13], we plan on developing a joint optimization framework that determines the correct media, presentation method and the synthesis simultaneously.

Stylistic Understanding

An artist’s painting style is often the defining aspect of a work – often beyond the content of a particular painting. One means of understanding a painting style is through examination of the artist’s brushstroke. Style can also be understood in the context of meta-level form and content. Repetition of shape, angularity, and subject distortion are style characteristics for artists like Pablo Picasso. This aspect is critical to understanding a given artwork, yet is an exceedingly difficult concept to convey to a general audience that may not have the language to articulate such concepts. A short text description is inadequate to communicate the complexities of style, and we are investigating appropriate means for the dynamic creation of experiences for museum visitors that are both informative and demonstrative.

There has been prior work that deals with the non-photorealistic rendering leading to rendering of painterly styles [2]. In particular techniques for texture-transfer results have good results as they can provide real-time synthesis – however, in many cases the texture transfer algorithm needs multiple passes, or the parameters of the algorithm need to be manually tuned. There has also been much work on auditory display to convey and navigate information [10]. Though such auditory displays are practical in the context of simple interactions with data, they are not intended or capable of musically illustrating meta-level information.

We are developing a real time, gesture based interface that enables users to understand paintings through a visually and sonically augmented exploration of painting style. In the visual domain, there are two problems – (a) development of a gesture driven interface that allows the users to explore the different painting styles, and (b) real-time, non-parametric artistic rendering, based on texture-transfer. In our approach we plan to couple the speed offered by the non-parametric methods with machine learning to determine optimal texture transfer parameters.

Our prior work has dealt with the creation of generative structures for music [3,4] which respond to user interactions. In the auditory domain we are developing algorithms that are capable of automatically generating music that captures the stylistic and formal structures of a given piece of art. Based on a visitor’s interaction with the proposed style browser, we intend to musically convey information about painting style at two levels – the low level of the painting technique (e.g. Brush-stroke, color, etc.), and the higher level of meta-level attributes (e.g. Fluid motion, dark tone, violence, etc.). Secondly, we are using sound and music to convey meta-level
information about stylistic features such as tone, mood, and energy.

**Imaginative Soundscape Feedback**

Through the introduction of imaginative sound collages and soundscapes in the Next Generation Museum, we propose to enrich the experience of the museum exhibit and to encourage users to reflect on the time, place, and cultural references which are suggested by individual paintings. Through the use of sound we will sonically place museum visitors in different, reflective environments that both complement and contrast the visual context of a given painting.

Soundscapes and sound collages are capable of creating a strong sense of time, place, and reference. This has been documented in analytical work from musicians theorists [9] and ethnomusicologists [6]. Soundscapes collages from the real world have been captured and studied, and have been artificially synthesized for artistic purposes [14]. However, most of these techniques require painstaking field recording or offline composition. Work such as [10] propose an approach to the automated generation of soundscapes, however are limited by the small sonic palette and the focus on information display. We are developing generative mechanisms to enrich the imaginative space of the Next Generation Museum through the inclusion of sound collages which will relate to the time, space, and references of pieces in the exhibit. These sound collages utilize information from the user’s context model, but they do not require active control from the user. Rather, the sound collages are dynamically generated by the system and utilize a database of annotations, sounds, and concept networks provided by a museum curator for paintings contained in the exhibit. These objects might refer to particular subjects in the painting, refer to cultural aspects of the work, or might more abstractly relate to the connotation space of the painting. We propose to systematically explore the influence of soundscape attributes such as density, amplitude, the diversity of sounds, and sonic familiarity for users in the museum environment. By presenting museum patrons with these sonic environments as they reflect on a given painting, we hope to enrich and expand the ability of patrons to understand and imagine these works in a non-textual, intuitive sense.

**CONCLUSION**

Through our work described in this paper we are developing a framework that will allow museum visitors to experience exhibits of traditional artworks in an enriched information and imagination space. Through the implementation of a dynamic user context model, the museum exhibit will present information that is relevant to the particular needs and desires of individual users. Through the implementation of sophisticated generative mechanisms for multimedia presentation, the museum will greatly expand the communicative tools available to museum curators.
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